AUTOMATIC CLUSTER FORMATION AND ASSIGNING ADDRESS FOR WIRELESS SENSOR NETWORK

Mr. Yogesh V Patil, Mr. Pratik Gite, Mr. Sanjay Thakur
LKCT Indore

ABSTRACT

Although wireless sensor networks (WSNs) have been extensively researched, their deployment is still a main concern. In this paper, we show that the address assignment scheme defined by ZigBee will perform poorly in terms of address utilization. This paper makes contribution is that we show that the Automatic Address Assignment. We thus propose Simple, Efficient, systematically formation of path connected cluster and Automatic Address Assignment for Wireless Sensor Network

Index Terms: Automatic Address assignment, Wireless Sensor Network, ZigBee.

1. INTRODUCTION

To form a WSN, the most important issues is addressing. Strict per-node addressing is expensive in a dense network, because not only the address space would be large, but also these addresses would need to be allocated and managed according to the topology change. Allocation of addresses in a dense network is a problem which is often underestimated [11]. On the other hand, routing is to discover paths from source nodes to destination nodes based on their network addresses. Path discovery in a dense network could incur high communication overheads. Therefore, designing a light-weight addressing or Automatic Address Assignment for WSNs is very important.

Recently, ZigBee [12] has been proposed for addressing and routing on WSNs. It supports three kinds of network topologies, namely star, tree, and mesh networks. A ZigBee coordinator is responsible for initializing, maintaining, and controlling the network. Star networks can only cover small areas. For tree and mesh networks, communications can be conducted in a multi-hop fashion. The backbone of a tree/mesh network is formed by one ZigBee coordinator and multiple ZigBee routers. An end device must associate with the coordinator or a router. In a tree network, routing can be done in a stateless manner; a node can simply route packets based on nodes’ 16-bit short addresses, which are assigned based on the tree structure. In fact, a mesh network also has a tree inside to serve as its backbone; routing can go directly along the tree without route discovery or go along better paths if a node is willing to conduct route discovery first.

In this work, we propose Automatic Address assignment for ZigBee-based WSN.
II. PRELIMINARIES AND PROBLEM DEFINITION

ZigBee Address Assignment

In ZigBee, network addresses are assigned to devices by a distributed address assignment scheme. Before forming a network, the coordinator determines the maximum number of children of a router \( C_m \), the maximum number of child routers of a router \( R_m \), and the depth of the network \( L_m \). Note that a child of a router can be a router or an end device, so \( C_m \geq R_m \). The coordinator and routers can each have at most \( R_m \) child routers and at least \( C_m - R_m \) child end devices. Devices’ addresses are assigned in a top-down manner. For the coordinator, the whole address space is logically partitioned into \( R_m \) + 1 blocks. The first \( R_m \) blocks are to be assigned to the coordinator’s child routers and the last block is reserved for the coordinator’s own child end devices. From \( C_m \), \( R_m \), and \( L_m \), each router computes a parameter called \( C_{skip} \) to derive the starting addresses of its children’s address pools. The \( C_{skip} \) for the coordinator or a router in depth \( d \) is defined as:

\[
C_{skip}(d) = \begin{cases} 
1 + C_m \times (L_m - d - 1) & \text{if } R_m = 1 \\
1 + C_m \times R_m \times L_m - d - 1 & \text{otherwise}
\end{cases}
\]

The coordinator is said to be at depth \( d = 0 \), and \( d \) is increased by one after each level. Address assignment begins from the ZigBee coordinator by assigning address 0 to itself. If a parent node at depth \( d \) has an address \( A_{parent} \), the \( n \)-th child router is assigned to address \( A_{parent} + (n - 1) \times C_{skip}(d) + 1 \) and \( n \)-th child end device is assigned to address \( A_{parent} + R_m \times C_{skip}(d) + n \). An example of the address assignment is shown in Fig. 1. The \( C_{skip} \) of the coordinator is obtained from Eq. (1) by setting \( d = 0 \), \( C_m = 5 \), \( R_m = 4 \), and \( L_m = 2 \).

Then the child routers of the coordinator will be assigned to addresses \( 0 + (1 - 1) \times 6 + 1 = 1 \), \( 0 + (2 - 1) \times 6 + 1 = 7 \), \( 0 + (3 - 1) \times 6 + 1 = 13 \), and etc. The address of the only child end device of the coordinator is \( 0 + 4 \times 6 + 1 = 25 \).

Note that the length of a network address is 16 bits; thus, the maximum address capacity is 216 = 65536. Obviously, the above assignment is much suitable for regular networks, but not for LT WSNs. For example, when setting \( C_m = R_m = 2 \), the depth of the network can only be 15. Also, when there is a LT backbone, the address space is not well utilized.

Figure A ZigBee address assignment example
In a ZigBee network, the coordinator and routers can directly transmit packets along the tree without using any route discovery. When a device receives a packet, it first checks if it is the destination or one of its child end devices is the destination. If so, this device will accept the packet or forward this packet to the designated child. Otherwise, it forwards the packet to its parent. Assume that the depth of this device is \( d \) and its address is \( A \). This packet is for one of its descendants if the destination address \( A_{\text{dest}} \) satisfies \( A < A_{\text{dest}} < A + C_{\text{skip}}(d - 1) \), and this packet will be relayed to the child router with address

\[
A_r = A + 1 + \left\lfloor \frac{A_{\text{dest}} - (A + 1)}{C_{\text{skip}}(d)} \right\rfloor \times C_{\text{skip}}(d).
\]

If the destination is not a descendant of this device, this packet will be forwarded to its parent. In the ZigBee tree routing, each node can only choose its parent or child as the next node. This strategy may cause long delay in WSN networks.

III. AUTOMATIC ADDRESS ASSIGNMENT

We propose a low-cost, fully automated scheme to initialize it, assign addresses to nodes, and conduct ZigBee-like tree routing. First, a distributed network formation procedure will be launched by the coordinator \( t \) to divided nodes into two sets \( C \) and \( P \). Then, a two-level address assignment scheme is conducted to assign a level-1 and a level-2 addresses to each node. A level-1 address is to uniquely identify a path or a cluster. A level-2 address is similar to ZigBee addressing but is confined within one cluster/path. For simplicity, we assume that all nodes are router-capable devices. Finally, we show how to conduct routing based on our two level addressing. Also, we address how our protocol can adapt to changeable topologies.

We propose a two-level addressing. It has two purposes:

(i) to reduce address space and
(ii) to support ZigBee-like stateless routing.

In level-1 addressing, we regard each cluster/path as a supernode and use ZigBee-like addressing to assign an \( m \)-bit address to each supernode. In level-2 addressing, we again apply the ZigBee-like addressing on each individual cluster/path to assign an \( n \)-bit address to each node. The concatenation of the level-1 and the level-2 addresses forms a node \( v \)'s network address, denoted by \((L_1(v), L_2(v))\).

During this process, we will also construct a **Descendant Table (DT)**, which allows an entry node to reach the entry nodes of its child supernodes.

![Figure Logical Network](image-url)
Before executing our two-level addressing, we need to determine m and n first. It relies on forming a logical tree from all supernodes and forming a BFS tree from all nodes of each supernode. We summarize the steps as follows.

**Step 1:** For each node v entering the TERM state and serving as an entry node, it reports the pair (PAR(v), GID(v)) to t. From these information, t constructs a logical tree TL of supernodes. (For example, Fig. 5 is the logical network of Fig. 3.) With TL, t determines its tree parameters as \( Cm(1) = Rm(1) = \text{max child degree of } TL \) and \( Lm(1) = \text{(height of } TL \). This would require \( m = \log_2 M \) bits for addressing, where \( M = Cm(1)Lm(1)+1 \) \( Cm(1)−1 \) is the maximal number of nodes in TL. (In the example of Fig. 5, \( Cm(1) = Rm(1) = 3 \) and \( Lm(1) = 4 \).

**Step 2:** For each node v entering the TERM state and serving as an entry node, it forms a BFS tree T among its members. With T, v determines its tree parameters as \( Cm(2)(v) = Rm(2)(v) = \text{(max child degree of } T \) and \( Lm(2)(v) = \text{(height of } T \). This would require \( n(v) = \log_2 N \) bits for addressing, where \( N = Cm(2)(v)Lm(2)(v)+1 \) \( Cm(2)(v)−1 \) is the maximal number of nodes in T. Each entry node v reports its n(v) to t. Then t chooses the maximum one from all n(v)s as the value of n. The above process has determined m, n, and the tree formation parameters for level-1 and level-2 addressing. Next, t can start our two-level address assignment. It sets \( L1(t) = L2(t) = 0 \) and periodically broadcasts beacons containing m, n, \( L1(t) \), \( L2(t) \), the global level-1 parameters (\( Cm(1) \), \( Rm(1) \), \( Lm(1) \)), and its level-2 parameters (\( Cm(2)(t) \), \( Rm(2)(t) \), \( Lm(2)(t) \)). Our address assignment follows the ZigBee style recursively, but in a two-level manner. When a node u without a network address receives a beacon, it will send an Association_Request to the beacon sender. If it receives multiple beacons, the node with the strongest signal strength will be selected. When the beacon sender, say v, receives the association request, there are two cases:

**Case 1:** u and v belonging to different supernodes. If u is an entry node, v will process the request. v first unicasts the request packet to its entry node, say e, to retrieve a level-1 m-bit address for u. If this is the i-th request received by e, it will respond the following level-1 address to v.

\[
L1(u) = L1(v) + (i - 1) \times Cskip(1)(d) + 1, \quad (2)
\]

where \( Cskip(1)(d) = 1−Cm(1)Lm(1)−d \).

Then v replay an Association_Response with an address \((L1(u), 0)\) to u. Note that for making our routing simple and efficient, the entry node e will also memorize this information \((L1(u), L2(v))\) into its DT. The detailed functionality of the DT table will be addressed in Section III-C. On receipt of v’s response, u will start sending beacons containing m, n, \( L1(u) \), \( L2(u) \), the global level-1 parameters, and its own level-2 parameters (\( Cm(2)(u) \), \( Rm(2)(u) \), \( Lm(2)(u) \)).

**Case 2:** u and v belonging to the same supernode. If this is the j-th request received by v, it will respond the following level-2 address to u.

\[
L2(u) = L2(v) + (j - 1) \times Cskip(2)(d) + 1, \quad (3)
\]

where \( Cskip(2)(d) = 1−Cm(2)(e)Lm(2)(e)−d \).

On receipt of v’s response, u will update its \( L2(u) \) and set \( L1(u) = L1(v) \).

Then u will start sending beacons similar to case 1.

In Fig. 6, we have shown a concrete subgraph of Fig. 3 with some assignment results, where each address is expressed in Hex and the first two symbols represent the m-bit address and the last two represent the n-bit address. Through Fig. 5, \( Cm(1) = Rm(1) \) and \( Lm(1) \) can be determined as 3 and 4, respectively. Hence, m = 7 bits and the \( L1(x) = 0 + 1 = 3 \) \( x_2 = 0 \) and \( 1 + 1 = 41 \), where \( x_2 = 0 \) is the second child of t. Also, n is determined according to \( n(x10) \), whose \( Cm(2) = Rm(2) = 5 \) and \( Lm(2) = 3 \), which is conducting the largest level-2 address space. Therefore, \( n = 8 \) bits and the level-2 address of the second child of \( x10 \) is \( 0 + 1 = 32 \). Other more addressing results will be given in Fig. 6. Note that our two level addressing has better address space utilization than the pure ZigBee address assignment because each cluster/path can have its own network parameters.
CONCLUSION

In this paper, we contribute in formally defining the Automatic Address Assignment Scheme. The Automatic address assignment scheme assigns each node both level-1 and level-2 addresses as its network address. We also show how to allow nodes to utilize shortcuts. With our design, not only network addresses can be efficiently utilized and the spaces required for the network addresses can be significantly reduced, but also the network scale can be enlarged to cover wider areas without suffering from address shortage. In the future, it deserves to consider applying this work to real cases such as environmental monitoring, military, ecology, agriculture, inventory control, robotics and health care.
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